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Abstract. Clock distribution has become an increasingly challenging problem 
for VLSI designs because of the increase in die size and integration levels, 
along with stronger requirements for integrated circuit speed and reliability. 
Additionally, the great amount of synchronous hardware in integrated circuits 
makes current requirements to be very large at very precise instants. This paper 
presents a new approach for clock distribution in PID controllers based on 
RNS, where channel independence removes clock timing restrictions. This ap-
proach generates several clock signals with non-overlapping edges from a 
global clock. The resulting VLSI RNS-enabled PID controller, shows a signifi-
cant decrease in current requirements (the maximum current spike is reduced to 
a 14% of single clock distribution one at 125 Mhz) and a homogeneous time 
distribution of current supply to the chip, while keeping extra hardware and 
power to a minimum. 

1   Introduction 

The Proportional-Integral-Derivate (PID) controller is used to solve about 90-95% of 
control applications, including special applications requiring ultra-high precision 
control [1]. The controllers for the above applications are usually implemented as 
discrete controllers. The Residue Number System (RNS) [2] has shown itself as a 
valid alternative for supporting high-performance arithmetic with limited resources. 
In this way, RNS enables high-precision arithmetic-intensive applications using lim-
ited and modular building blocks. Concretely, when applied to PID controllers over 
Field Programmable Logic Devices (FPLDs), RNS has shown an improvement of 
331% in speed over the binary solution [3]. On the other hand, implementation of this 
controllers on VLSI leads to difficulties in the proper synchronization of such sys-
tems. As clock distribution represents a challenge problem for VLSI designs, con-
suming an increasing fraction of resources such as wiring, power, and design time; an 
efficient strategy for clock distribution is needed. 

For True Single Phase Clock (TSPC), which is a special dynamic logic clocking 
technique and should not be used as a general example, clock lines must be distrib-
uted all over the chip, as well as being distributed within each operating block. More 
complex clocking schemes may require the distribution of two or four non-
overlapping clock signals [4], thus increasing the resources required for circuit syn-
chronization. Moreover, for clock frequencies over 500 MHz, phase differences be-
tween the clock signal at different locations of the chip (skew) are presenting serious 



658      Daniel González et al. 

problems [5]. An added problem with increasing chip complexity and density is that 
the length of clock distribution lines increases along with the number of devices the 
clock signal has to supply, thus leading to substantial delays that limit system speed. 
A number of techniques exists for overriding clock skew, with the most common 
being RC tree analysis. This method represents the circuit as a tree, modeling every 
line through a resistor and a capacitor, and modeling every block as a terminal capaci-
tance [6]. Thus, delay associated with distribution lines can be evaluated and ele-
ments to compensate clock skew can be subsequently added. Minimizing skew has 
negative sides, especially as simultaneous triggering of so many devices leads to short 
but large current demands. Because of this, a meticulous design of power supply lines 
and device sizes is required, with this large current demand resulting in area penalties. 
If this is not the case, parts of the chip may not receive as much energy as required 
for working properly. This approximation to the problems related to fully synchro-
nous circuits and clock skew has been previously discussed [7]; this paper will pre-
sent an alternative for efficiently synchronizing RNS-based circuits while keeping 
current demand to a minimum. The underlying idea is to generate out-of-phase clock 
signals, each controlling an RNS channel, thus taking advantage of the non-
communicating channel structure that characterizes RNS architectures in order to 
reduce the clock synchronization requirements for high-performance digital signal 
processing systems. In the present work, this synchronization strategy is applied to 
RNS-PID controllers [3] implemented on VLSI, achieving important reductions in 
current demand and current change rate.  

2   Digital PID Controllers 
The PID controller is described by the following equation [1]: 
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where Kp is the proportional constant, Ti is the integral time and Td is the derivative 
time. The discrete implementation of the controller is usually derived from the fol-
lowing approximations: 
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where x[j] is the jth  sample and h is the sampling period. Using (2) in equation (1), 
the discrete version of (1) is: 
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Equation (3) may be rewritten more conveniently just defining the constants C0, C1 
and C2: 
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Thus, the discrete version of the PID controller is: 
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For a typical high-precision application, a 10-bit input may be considered, as well as 
12-bit representations of the coefficients KP, KI, Kd and a 26-bit output. 

3   Clock Skew 

Clock skew occurs when the clock signal has different values at different nodes 
within the chip at the same time. It is caused by differences in the length of clock 
paths, as well as by active elements that are present in these paths, such as buffers. 
Clock skew lowers system throughput compared to that obtainable from individual 
blocks of the system, since it is necessary to guarantee the proper function of the chip 
with a reduced speed clock. Skew will cause clock distribution problems if the fol-
lowing inequality holds [8]: 

appf
k

v
D >  (6) 

where k<0.20 (typical value) is a constant, D is the typical size of the system, v is the 
propagation speed for the clock signal and fapp is the applied clock frequency. Exist-
ing solutions for clock skew provide two different approaches to the problem: 

1. Equalize the length of clock paths to processing elements using buffer and delay 
elements or through H-tree, mesh or X-tree topologies [6, 9-12]. 

2. Eliminate or minimize the skew caused by variations during chip fabrication [13-
14]. 

Typically, synchronous systems consist of a chain of registers separated by combi-
national logic that performs data processing. The maximum clock frequency is de-
rived from: 

skewPD TTT
f

+≥= min
max

1
 (7) 

where TPD is the time between the arrival of the clock signal at the i-th register and 
stable processed data at the output of the (i+1)-th register. Tskew is the time between 
the arrival of the clock signal at the i-th register and the arrival of the same signal at 
the (i+1)-th register. 
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Clock skew can be considered as either positive or negative, although the sign cri-
teria is not standardized. Hatamian [11] considers the skew to be positive when the 
clock signal arrives at the i-th register before that to the (i+1)-th register, as illustrated 
by Fig. 1. If positive, then from equation (7), the minimum system clock period is 
increased, while if negative, Tmin decreases. An excessive positive skew results in a 
decrease in system performance, but if the skew is negative race-related problems 
may arise if data processing time is lower than the skew. 

 

Fig. 1. Positive (left) and negative (right) skew 

4   Efficient Synchronization Scheme 
The proposed synchronization scheme for RNS-based systems, introduces the genera-
tion of several signal clocks from the master clock. These clocks are slightly out-of-
phase, thus with non-overlapping edges. Each one of these clock signals synchronizes 
one of the RNS channels, while global data synchronization (mainly at the global 
inputs and outputs of the system) is carried out by the global master clock. Thus, each 
channel computes at different time instants and, consequently, the current demand is 
distributed over the whole clock cycle. This has the effect of reducing current spikes 
on the power supply lines approximately by a factor that is the number of generated 
clock signals. The phase difference between the generated clocks has to satisfy some 
specifications. First of all, the number of clock signals with overlapping active cycles 
has to be minimized, as well as the time two or more active cycles overlap. Moreover, 
clock edges must not coincide. Finally, data coherency has to be respected at both the 
input and output of the system. Clear advantages are obtained when these requisites 
are satisfied, since current spikes are reduced and power dissipation is distributed 
over the master clock cycle, rather than concentrated around the master clock edges. 
Moreover, not only absolute current values are reduced, but also its temporal varia-
tion. Also, as a side effect, power supply lines may be scaled and clock distribution 
resources reduced, thus simplifying the chip design task. 

At first sight, the synchronization scheme described above may seem to be imprac-
tical because of the presence of several clock signals within the chip, with associated 
synchronization problems. However, the nature of RNS [2,15], with non�
communicating channels, perfectly suits this clocking scheme. Thus, a generated 
clock signal is applied to each independent channel, while the master clock signal 
used to generate these other clocks can also synchronize the global input and output. 
Moreover, it will be shown that the resources required for implementing this new 
strategy are minimum and a few transistors, basically three inverters, are required for 
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each channel. More specifically, the master clock signal is routed through an inverter 
chain, thus being delayed at every point of the chain. Meanwhile, the generated clock 
signals are extracted at adequate points of this chain and conditioned to be used as 
clock signal for a complete RNS channel. This scheme requires the inverter chain to 
alternate large and small input capacitances and low driving capabilities, so appropri-
ate delays can be generated. This has the effect of generating low-quality clock sig-
nals within the inverter chain, so additional buffers are required in order to obtain 
adequate clock signals. Fig. 2 illustrates the hardware required to generate the pro-
posed synchronization scheme, where dCLK stands for generated delayed clocks, 
while Fig. 3 shows the detailed scheme for the so-called dCLK_cell cell, which 
consists of three inverters.It can be deduced from Fig. 3 that three design parameters, 
Ld, Wb and Lb, are available in order to obtain the system specifications, while Lmin 
represents the feature size of the fabrication process and Wmin the minimum usual 
width for pMOS transistors. Connecting CHout pads to CHin pads, the inverter 
chain described above is built, while the master global clock is used as input to this 
chain. Fig. 3 illustrates how large capacitance inverters are alternated with minimum-
size devices. Thus, the low driving capabilities of the latter allow modeling of the 
required delay using the Ld parameter. Meanwhile, the generated clock signal dCLK 
is regenerated by a third inverter that includes the parameters Wb and Lb. These allow 
matching of the timing specifications for a proper clock signal for a given system, 
also allowing the adaptation of the cell to the overall capacitance to be driven by the 
generated clock. However, these three design parameters Ld, Wb and Lb are not fully 
independent, and their relation needs a careful study of the final system to be syn-
chronized in order to select their optimum values. Fig. 4 shows the resulting gener-
ated clocks in a simple design example for a 300 MHz master global clock, with 0.1 
pF loads for every dCLK signal. It can be noted that the requirements enumerated 
above about non-overlapping edges and active cycles are matched, with every dCLK 
signal being to be used as clock for a given RNS channel. 

 

Fig. 2. dCLK_cell chain for out-of-phase clock generation 

5   Design Example 

A real RNS-based processing application [2] was considered for the evaluation of the 
proposed synchronization technique. Specifically, a fast PID Controller with 26-bit 
dynamic range was designed at the transistor level simulated using PSpice for both a 
single global clock and the proposed technique. For these simulations, a public do-
main MOSIS CMOS 0.6 µm process [16] was used. This is a three-metal, one-poly, 
3.3V CMOS process that is available to MOSIS costumers through Agilent Tech-
nologies. RNS [15] have been shown to be a useful alternative for binary implemen-
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tations for a variety of  digital processing applications. Concretely, high performance 
PID controllers can be designed taken advantage of RNS properties [3]. 

 

Fig. 3. dCLK_cell schematic 

 

Fig. 4. Resulting generated clock signals for a design example (125 MHz) 

For a typical high-precision application, a 12-bit input may be considered, as well 
as 16-bit representations of the coefficients C0, C1, C2 (5). Thus, it is possible to ob-
tain a 10-bit output without round errors. This RNS-enabled system requires four 
channels with moduli {256, 63, 61, 59}. Each one of this channels includes LUTs for 
fixed coefficient multiplications, adders, and a compensated modulo accumulator for 
synchronization of datasets. Fig. 5 shows the structure of this output acumulator. 
Since the system is composed just of adders, tables and registers, the well-known 
two-stage modulo adder [3] was used, while registers were implemented using nega-
tive edge triggered D flip-flops (nETDFF) based on TSPC logic [1]. TSPC was se-
lected because it only requires a single-phase clock, thus minimizing synchronization 
resources and simplifying the implementation of the proposed alternative. Because of 
the great connection locality for the example system, load driving is kept to a mini-
mum and device sizes can be fixed to the process minimum for most of the transistor 
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involved. Only transistors involved in clock management will have larger sizes since 
they have to drive large loads. The systems under simulation include around 50.000 
transistors. 

In order to get illustrative comparison results, the RNS-enabled PID controller was 
simulated under two different clocking strategies: first of all, a single global clock  
used to synchronize the whole circuit, using a train pulse voltage source; and second, 
the proposed strategy. 

 

Fig. 5. Corrected modulo mi accumulator for PID applications 

Since the RNS-enabled PID controller requires four channels, as mentioned above, 
the proposed design example was synchronized using four dCLK_cell cells and 
four generated dCLK signals, each one synchronizing an RNS channel. The design 
parameters for the dCLK_cell cells, after careful selection, were fixed at Ld=1 µm, 
Wd=2 µm and Wb=9 µm. These two alternatives have been simulated for two different 
clock frequencies, 125 MHz and 300 MHz. A comparison between the proposed 
strategy and the buffered clock simulation will illustrate the affordable power penalty 
introduced by this new clocking strategy. 

Fig. 6 shows the current on power supply lines for the PID full system working 
with a 125 MHz clock for both a single  clock and the proposed synchronization 
scheme. Fig. 7 shows the corresponding currents when a 300 MHz clock is applied. 
Clearly evident is the considerable decrease in the magnitude of the current spikes. In 
this way, current supply to the chip is distributed over time when the new strategy is 
considered, while for a global clock current spikes are around four times larger. This 
indicates that the expected benefits derived from the proposed synchronization 
scheme are confirmed through simulation. Table 1 summarizes the results obtained 
for the different simulations and both clock frequencies. We note that the maximum 
current spike is clearly reduced when this new clocking strategy is considered, as well 
as the maximum value of the current change rate (di/dt). Finally, if power dissipation 
is considered, the comparison between the single clock and the proposed strategy 
shows that the latter introduce an affordable increase in power. 

6   Conclusions 
This paper has presented a new alternative for synchronizing RNS-based systems and 
reducing current demand. The proposed strategy was tested using an RNS-Enabled 
PID controller consisting of around 50.000 transistors. Simulation results demonstrate 
the effectiveness of this new clocking strategy in reducing the maximum current 
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spike as well as reducing the maximum time derivative of the current spike. Con-
cretely, the maximum current spike is reduced to 14-23% of the single clock strategy 
one at 125-300Mhz, and the time derivate to 3-1%. On the other hand, the power 
penalty introduced by the new scheme is clearly affordable. Thus, the use of this 
synchronization scheme may lead to reduced skew-related problems as well as to 
reducing chip area through the reduction of the size of power supply lines, caused by 
the reduction in current and current change rate requirements. 

 
Fig. 6. Current from power supply line for a single clock (above) and the proposed alternative 
(below) for a 125 MHz frequency 

 
Fig. 7. Current from power supply line for a single clock (above) and the proposed alternative 
(below) for a 300 MHz frequency 
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Table 1. Simulation results for RNS-Enabled PID controller using different synchronization 
approaches 

 Single clock Proposed strategy 
 125 MHz 300 MHz 125 MHz 300 MHz 
Max Spike 275.06 mA 348.4 mA 38.84 mA 82.143 mA 
Max di/dt 45.11 A/ns 261.75 A/ns 1.67 A/ns 2.47 A/ns 
Power 55.37 mW 119.67 mW 66.95 mW 146.11mW 
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